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Last 2 Weeks 
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•  Move EC to AH 
•  Install plates, 20 ton cart and manlift 
•  Move MuID collars to AH 
•  Disassemble F/VTX  from CM and move to Physics for repairs 
•  Continue assembly of MPC-Ex North 
•  Station 1 South scaffold installed 
•  Continue sPHENIX support 
•  Remove East vertical lampshade 
•  Begin removal of MPC-Ex prototype 
•  Prep for Summer Sunday 
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Next Week 

•  Finish MPC-Ex prototype removal 
•  Take down South station 1 scaffold 
•  Move MMS South 
•  Move CM South 
•  Install Station 1 North scaffold 
•  Begin prep for MPC-Ex North installation 
•  MPC North removal of failed modules repair/reinstall 
•  VTX/FVTX Repairs repairs continue 
•  Continue assembly of MPC-Ex North 
•  Continue sPHENIX support 
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2014 planned Technical Support & 2014 Shutdown 

  
Start of Shutdown Tasks (purge flammable gas, disassemble and  

stow shield wall, remove collars, move EC to AH, Move  
MMS south, etc.)     Done 

Remove FVTX/VTX East & West to PHYSICS,   Done 
Remove MMS east vertical lampshade    Done 
Install scaffolding in Sta 1 South    Done 
Repair and reinstall FVTX/VTX East &West    in progress -10/15/2014 
VTX/FVTX Upgrade cooling lines, chiller preventive maintenance  in progress-10/6/2014 
Troubleshoot intermittent water leak in MMS   7/30- 8/8/2014 
Other Maint. In MMS     7/30-8/29/2014 
Remove MPC-Ex prototype     7/28-8/1/2014 
MuTr Sta 1 South troubleshooting and repairs   7/28-8/1/2014 ? 
Maint. & Repairs for MPC South, BBC South, RPC1 South1  7/28-8/1/2014 ? 
Summer Sunday prep AH, tours and restore AH   in progress-8/6/2014 
Assemble & test MPC-Ex North, ready for installation   in progress-9/5/2014 
Remove scaffolding from sta 1 south, Move CM South   8/4-8/5/2014 
Install scaffolding in Sta 1 North    8/6-8/8/2014 
Prep MPC-Ex North installation area    8/8-8/15/2014 
MuTr Sta 1 & Sta. North troubleshooting and repairs   8/11-9/5/2014 
MPC North-remove damaged crystals, repair as necessary, re-install  8/11-9/5/2014 
Install new MPC-Ex North, thoroughly test before moving CM north  9/8-9/26/2014 
Reinstall MMS east vertical lampshade    9/2-9/5/2014 
Assemble & test MPC-Ex South, ready for installation   9/2-10/3/2014 
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Remove Sta 1 N scaffolds, Move CM North, Install scaffolding in Sta 1 S   9/29-10/3/2014 
Install MPC-Ex South       10/6-10/24/2014 
Reinstall, reconnect, re-survey and re-commission VTX/FVTX    10/16-11/26/2014 
Other detector support       TBD 
Infrastructure Maintenance and Improvement     TBD 
Decommissioning of obsolete PHENIX detector equipment    TBD 
sPHENIX Support       on-going 
End of Shutdown Tasks (Move MS north, roll in EC , install collars, 

remove 10 ton cart, plates and manlifts, build shield wall, etc.)    10/27-11/26/2014 
DC East & West maintenance & repairs      11/17-12/52014 
Pink/White/Blue Sheets       12/1-12/19/2014 
End of Shutdown Party       ???? 
Start Flammable gas flow       ???? 
Close shield wall, install radiation interlocks and prepare for run 14    12/31/2014 
Start run 15        1/2/2015 

2014 planned Technical Support & 2014 Shutdown (cont’d) 
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Muon Tracker Shutdown Work List – summer 2014 

•  testing as MPC-EX installed, particularly before closing Sta-1’s 
•  fix North Arcnet – N.2.7.1, North Sta-2 Oct-7 Chassis-1 (bad cable?) - Done 
•  fix packets that were disabled for Run14 

•  11035,36 – South Sta-1 Quad-4 Chassis-3 
•  11267,68 – North Sta-2 Oct-7 Chassis-2 - Done 

•  replace boards for most frequent FEM problems from run 
•  11195 - North Sta-1 Quad-3 Chassis-3? 

•  might have already done this; check history (changed RX 3/14/12) 
•  11064 – South Sta-2 Oct-3 Chassis-3 - unreachable 

•  N341 HV trip problem? 
•  auto-reboots of ArcNet and iocondev’s for calibration? 

•  Access needed: 
•  South & North Sta-1 
•  Inside North Sta-2 on bottom Done 

•  Main Issue – Manpower 
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Work Permits for 2014 Shutdown 
 
•  Start of Shutdown  -  Done 
•  VTX/FVTX East  - Done, at CAD for approval 
•  MPC-Ex  - Done, at CAD for approval 
•  MuTr Sta 1 N & S -  Done, at CAD for approval  (scaffold agreement done) 
•  MuTr North station 2/3 - Done 
•  MuTr South station 2/3 & MMS South Water leak - Done, at CAD for approval  
•  DC East/West 
•  MPC North - Done   
•  End of Shutdown 
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VTX/FVTX east & west repairs/
upgrades under way 
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Post Run VTX/FVTX test results/consequences: 
 

•  Condensation likely cause of many strip-pixel and FVTX 
problems 

•  Need to better seal against condensation intrusion into 
VTX/FVTX shell 

•  Need to dismount FVTX/VTX West  
•  Need to disassemble East for FVTX, pixel and strip-pixel 

repairs 
•  Do not need to disassemble West, only repair FVTX, 

possible pixel/strip-pixel tests without disassembly?  
 
 

•  All Tasks Completed? 
 
 

•  Other findings/consequences? 
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MPC-Ex North & South 

MPC-Ex North Beam pipe temporary support 
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Micromodule Gluing tool micromodule parts and glued assembly 
 currently in production  

7/31/2014 
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MPC-Ex Exploded view 

Upper covers 
 
Signal Cable pigtails 
 
8 layers of tungsten & 
detector electronics 
backed by Delrin 
cover (top and 
bottom halves) 
 
Threaded rods and 
spacers 
 
Mounting tabs 
 
Mounting clips 
 
LV distribution boards 
 

   Lower covers  
 
Cooling air manifolds 

7/31/2014 
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MPC-Ex N & S  Final Installations this summer: 
 
Prototype removal in progress 
North installation prep 
North Assembly 
North Installation 
North operational validation testing 
South Installation prep 
South Assembly 
South installation 
South operational validation testing 
 
(Note: also need to MPC & MuTr Station 1 
testing to assure no problems after MPC-Ex 
installations) 
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MPC‐EX Fabrication Summary 

1.  The newer modules all fit and have a gap. 
2.  The clock pickup is a little worse but still OK. 
3.  All remaining modules will follow the present procedure of 

manufacture. 
4.  For those brass spacer-nuts that are manufactured below design 

thickness (most as discovered by Mike L), we will shim them with 
brass washers up to design thickness. 

5.  All other items in the assembly will remain as originally designed. 
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Request from E. Kistenev for 1 FCal module for R&D  
 

•  Parts at CS for test cutting – to be sent out to vendor with diamond cutter 
•  Scintillator plate also sent for cutting – Edouard following up 

Other Shutdown work: 
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sPHENIX Update 
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BABAR Magnet Update 

•  Meeting yesterday at magnet division to 
discuss shipping 
– Shipping fixtures for magnet OK 
– Need shipping fixtures for valve box, Paul 

Kovach has potential design  
•  Need a transportation and handling review 

at CAD 
•  4 week window to ship by Sep. 10 

6/12/2014 sPHENIX Mechanical 
Design 
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sPHENIX Mechanical 
Design 

Ini$al	  concept	  for	  external	  support,	  
racks	  and	  upper	  bridge	  pla7orm	  

7/29/2014 



sPHENIX Infrastructure update 

6/12/2014 sPHENIX Mechanical 
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Power	  Supply	  Infrastructure	  
DP	  

Breaker	  1	   Breaker	  2	   Breaker	  4	   Breaker	  5	   Breaker	  7	  

15	  KVA	  
Transformer	  

112.5	  KVA	  
Transformer	  

15	  KVA	  
Transformer	  

112.5	  KVA	  
Transformer	  

300	  KVA	  
Transformer	  

100	  A	  Panel	  	   200	  A	  Panel	   100	  A	  Panel	   200	  A	  Panel	   DPA	  

Breaker	  3	   Breaker	  5	   Breaker	  6	   Breaker	  4	  

DCM	  Rack	   Event	  
Builder	  

DAQ	  
Servers	  

Timing	  	  

Rack	  
1	  

Rack	  
2	  

HCal	  
inner	  	  

HCal	  
outer	  	  

Rack	  
1	  

EMCal	  

Power	  
Supply	  
Rack	  

Magnet	  

VTX	  
Rack	  

VTX	  

Central	  	  Magnet	   East	  Carriage	  	   South	  	  	  Muon	   West	  	  	  Carriage	  

DPA-‐1	   DPA-‐2	   DPA-‐3	   DPA-‐4	  



Safety	  System	  	  

•  Remove	  flammable	  gas	  detectors	  
•  Convert	  from	  Relay	  logic	  to	  PLCs?	  
•  	  PHENIX	  Control	  Room	  upgrade	  for	  helium	  sensors	  and	  monitoring	  
•  CAD	  PASS	  system	  upgrade	  due	  to	  use	  of	  Liquid	  He	  in	  IR	  	  

Exis%ng	  Infrastructure	  Changes	  

Smoke	  Detec$on	  

Alarm	  to	  sPHENIX	  Control	  Room	  	  	  

Alarm	  to	  CAD/PASS	  system	  ini$ates	  

Shutdown/Purge	  

Water	  Leak	  

Alarm	  to	  sPHENIX	  Control	  Room	  	  	  

Shutdown	  

Liquid	  Helium	  
Leak	  

Alarm	  to	  sPHENIX	  Control	  Room	  	  	  

Alarm	  to	  CAD/PASS	  system	  ini$ates	  

Shutdown/Purge	  

If	  signal	  trips	  alarm	  for….	  



Existing Water Cooling 
Infrastructure 



PHENIX Decommissioning Plan 
update 

6/12/2014 sPHENIX Mechanical 
Design 



PHENIX Decommissioning 
Procedure 

•  In	  order	  to	  decommission,	  we	  need	  to	  know	  
how	  the	  detectors	  were	  installed,	  what	  work	  
permits	  are	  required,	  how	  long	  it	  will	  take,	  
drawings	  of	  detectors/li^ing	  fixtures,	  and	  
most	  importantly	  which	  li^ing	  fixtures	  were	  
used	  for	  each	  detector.	  

•  The	  following	  spreadsheet	  organizes	  all	  of	  
these.	  





PHENIX	  Decommissioning	  Process	  

•  Organized flow of 
decommissioning 
procedures for each 
section of the PHENIX. 

•  Each section has 
specific order of 
detector disassembly. 

•  Helps organize the 
decommissioning 
procedures for easier 
viewing purposes. 



•  With	  the	  list	  of	  li^ing	  fixtures	  in	  the	  spreadsheet,	  photographs	  of	  some	  of	  the	  li^ing	  fixtures	  in	  the	  “boneyard”	  
were	  collected	  to	  help	  iden$fy	  them.	  	  

	  
•  These	  li^ing	  fixtures	  will	  be	  used	  in	  the	  decommissioning	  of	  the	  PHENIX	  detector.	  	  
	  
•  For	  example,	  the	  fixture	  with	  the	  model	  number	  20S-‐30-‐14	  will	  be	  used	  for	  the	  Time	  Expansion	  Chamber	  in	  

the	  Carriages.	  

Photographs	  of	  Li^ing	  Fixtures	  



sPHENIX Tasks & Schedule 

6/12/2014 sPHENIX Mechanical 
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Regular sPHENIX Meetings	  

•  Bi-weekly sPHENIX engineering meeting  Thurs 11:00 am 
•  Bi-weekly sPHENIX subsystem meeting  Thurs 11:00 am 
•  Bi-weekly magnet meeting with SMD and CAD  Wed 1:00 pm 
•  Weekly PMG meeting     Tues 4:00 pm 
•  Weekly similationsmeetings    Fri  ? 

Need to add: 
•  Weekly sPHENIX Project team meeting   Tues 10:am 
•  Bi-weekly meeting with C-AD (Yousef and Phil)  TBD 



Work for the Next Two Months 
•  Finish WBS including dictionary 

–  Import to MS-Project 
–  Add task durations and milestones to create v1 of the schedule 
–  Define resources  

•  Begin design packages for sPHENIX reference design 
1)   Global system 
2)   HCal Outer 
3)   HCal Inner 
4)   EMCal 
5)   Calorimeter Electronics 
6)   DAQ/Trigger  
7)   Tracker 
8)   Magnet 
9)   Decommissioing 

•  Begin Cost estimate spreadsheets 
•  Start on Basis of Estimate documents 
•  Finalize R&D plan for the next 2 years 
•  Identify issues that require a down-select process and define the process 
•  Start on other support documentation including Cost Book 



Documentation We Need to Create for 
CD-1  Review 

•  Conceptual Design Report 
•  Cost, Schedule and Labor estimates 
•  WBS including Dictionary and Cost Book 
•  Basis of Estimate documents 
•  Contingency Estimate – Bottoms up and risked based 
•  Project Execution Plan 
•  Safety and Hazard Analysis 
•  Quality Assurance Plan 
•  Acquisition Strategy 
•  Risk Analysis and Mitigation document 
•  National Environmental Policy Act document 
•  Integrated Project Management Team document 



BABAR Magnet Update 

•  Meeting yesterday at magnet division 
•  Reviewed possible stack modifications. 

 
–  Some iintrusion into HCal is unavoidable 
–  Kovac sending proposed modification step files to Rich, then we will incorporate into 

envelope drawing 
–  Proposed solution minimizes modifications to “doghouse” and makes all modifications 

at existing joints in current leads and LHe fittings.  
–  Mag Div will evaluate thermal consequences.  
–  Proposed solution is reasonable in cost and may be incorporated prior to Magnet tests 

at 912 

•  Shipping review during week of 7/28 

7/31/2014 36 
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ePHENIX 

2ft high x 1 ft wide 
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for e-ring 
components 
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PHENIX Safety and Security 
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FY13 Injury Listing:  https://intranet.bnl.gov/esh/shsd/seg/OccInj/BNLInjuries.aspx   

Recent Events  

7/18/14 Non-
Reportable 

While moving equipment, an employee noticed a thermal hot spot on the casing of a 208V baseboard heater. The heat 
should have been off, as the thermostat was set to 40 degrees F (on an 80-degree day). An Electrician promptly 
responded to investigate the situation and found a high resistance path from one baseboard heater that had an 
ungrounded or poorly grounded case to an adjacent grounded case, which caused the joining casing clip to heat up.  
The investigation found that 12 to 20 volt potential was present across the two baseboard casings. The clip used to 
connect the baseboard casings for aesthetic reasons was charred at each end. There was no additional damage to 
property and no electrical shocks. The immediate action was to remove the entire series of baseboard heaters from the 
circuit. The circuit and the heaters were tagged with caution tags, stating the reason they are out of service. The long-
term plan is to replace the heaters and bring in a grounding circuit to each device.  (Event Link) 

7/17/14 SC-4 After transferring waste within the Waste Management (WM) Facility (Building 865), a WM technician alarmed the 
portal radiological monitor when exiting the area. Contamination was detected on the technician’s clothing (i.e., pants). 
The pants were collected for further analysis. On July 18, 2014, the source of contamination was verified to not be 
radon. Further survey showed a discrete particle of 200,000 DPM on the pants.  (Event Link) 

7/15/14 SC-BNL At approximately 8:51 pm on 7/15, BNL experienced a site-wide power dip due to an electrical storm.  The power dip 
resulted in the Building 740 cryogenic system shutting down.  The superconducting RF cavity was automatically  isolated 
from the main cryogenic system per design in response to the power dip.  The primary pressure relief device on the 
cryocavity failed to adequately open resulting in over pressurization of the RF cavity and release of gaseous helium to 
atmosphere through the system rupture disk.  There were no injuries or threats to personnel  (i.e., all released He gas 
was directed outdoors). The pressure relief valve was certified by the manufacturer and is being returned for full 
engineering evaluation to determine the cause of failure.   Testing of an in-house spare relief valve showed it to operate 
as specified by the manufacturer (open at 1.41 bar).  Testing of the failed relief valve showed it did not completely open 
until 1.61 bar which exceeded the rupture disk rating of 1.55 bar.  (Event Link) 

Recent Injuries  

7/21/14 First Aid An employee was performing equipment maintenance and was bitten on the hand by a spider. At the OMC, first aid was 
given. 

7/18/14 First Aid An employee was turning a valve making some machine adjustments and injured his elbow. At the OMC, first aid was 
given and the employee returned to full duty. 

Injury Status:  
FY14 YTD:  DART – 14, TRC – 27, First Aid – 31 
FY13:          DART – 16, TRC – 38, First Aid – 53 
FY12:          DART – 19, TRC – 36, First Aid – 69 FY13 Injury Listing:  https://intranet.bnl.gov/esh/shsd/seg/OccInj/BNLInjuries.aspx   

Recent Events  

7/15/14 Non-
Reportable 

An increasing amount of makeup water was observed in the water system that cools magnets in the beamline from the 
Linac to the BLIP, indicating a leak.  The Water Group went into the BLIP spur of the Linac to determine the cause of the 
leak and found a leaking hose connection to a magnet in the beamline. After consultation with Linac Operations staff, it 
was determined that the water for this magnet could be isolated and the magnet power kept off without affecting the 
beam transport from Linac to BLIP, i.e., BLIP could continue running. The cooling water lines to the magnet were then 
isolated by closing the valves.  The tritium concentration of the cooling water system is above the drinking water 
standard. However, all water leaked into secondary containment. There was no environmental release or personnel 
contamination.  A critique will be completed by the Collider-Accelerator Department (C-AD) to determine if 
improvements can be made to the water system monitoring controls to reduce recurrence of this operational concern. 
During the upcoming Linac and BLIP shutdown, which is scheduled for early August, the water hoses will be replaced 
and tested, and this cooling water system will be drained and refilled to reduce the tritium concentration.  (Event Link) 

7/14/14 Non-
Reportable 

A Kubota was travelling on Yale Rd, while a worker on the opposite side of the road was using a weed whacker. The 
worker stopped weed whacking when the Kubota approached and restarted once it passed. The Kubota driver then 
noticed a small crack on the driver side window. The driver stopped and opened the vehicle door, at which point, the 
window shattered.  There were no injuries associated with this event. BNL Police are investigating the accident under 
their reporting system.  (Event Link) 

7/11/14 Non-
Reportable 

There was a minor vehicle accident involving an employee who was working on overtime for the Central Complex. While 
backing out by Building 918, the employee backed the vehicle into the side of another parked vehicle. There was only 
minor damage. The BNL Police were notified and conducted an investigation. There were no injuries and no spills of oil 
or antifreeze.  (Event Link) 

Recent Injuries  

7/16/14 DART An employee struck his head against a low ceiling beam, injuring his neck. At the OMC, an examination was held and the 
employee was sent home for the rest of the day. Later that day, the employee went to a local ER. After diagnostic 
testing, the employee was instructed to remain home for the next two days. 

7/15/14 DART An employee slipped and fell in Building 98, injuring her back. At the OMC, the employee was evaluated and sent home 
to rest. The following day, the employee called in reporting that she was having back pain. This is recordable and a DART 
case. 

Injury Status:  
FY14 YTD:  DART – 14, TRC – 27, First Aid – 29 
FY13:          DART – 16, TRC – 38, First Aid – 53 
FY12:          DART – 19, TRC – 36, First Aid – 69 

FY13 Injury Listing:  https://intranet.bnl.gov/esh/shsd/seg/OccInj/BNLInjuries.aspx   

Recent Events  

7/18/14 Non-
Reportable 

While moving equipment, an employee noticed a thermal hot spot on the casing of a 208V baseboard heater. The heat 
should have been off, as the thermostat was set to 40 degrees F (on an 80-degree day). An Electrician promptly 
responded to investigate the situation and found a high resistance path from one baseboard heater that had an 
ungrounded or poorly grounded case to an adjacent grounded case, which caused the joining casing clip to heat up.  
The investigation found that 12 to 20 volt potential was present across the two baseboard casings. The clip used to 
connect the baseboard casings for aesthetic reasons was charred at each end. There was no additional damage to 
property and no electrical shocks. The immediate action was to remove the entire series of baseboard heaters from the 
circuit. The circuit and the heaters were tagged with caution tags, stating the reason they are out of service. The long-
term plan is to replace the heaters and bring in a grounding circuit to each device.  (Event Link) 

7/17/14 SC-4 After transferring waste within the Waste Management (WM) Facility (Building 865), a WM technician alarmed the 
portal radiological monitor when exiting the area. Contamination was detected on the technician’s clothing (i.e., pants). 
The pants were collected for further analysis. On July 18, 2014, the source of contamination was verified to not be 
radon. Further survey showed a discrete particle of 200,000 DPM on the pants.  (Event Link) 

7/15/14 SC-BNL At approximately 8:51 pm on 7/15, BNL experienced a site-wide power dip due to an electrical storm.  The power dip 
resulted in the Building 740 cryogenic system shutting down.  The superconducting RF cavity was automatically  isolated 
from the main cryogenic system per design in response to the power dip.  The primary pressure relief device on the 
cryocavity failed to adequately open resulting in over pressurization of the RF cavity and release of gaseous helium to 
atmosphere through the system rupture disk.  There were no injuries or threats to personnel  (i.e., all released He gas 
was directed outdoors). The pressure relief valve was certified by the manufacturer and is being returned for full 
engineering evaluation to determine the cause of failure.   Testing of an in-house spare relief valve showed it to operate 
as specified by the manufacturer (open at 1.41 bar).  Testing of the failed relief valve showed it did not completely open 
until 1.61 bar which exceeded the rupture disk rating of 1.55 bar.  (Event Link) 

Recent Injuries  

7/21/14 First Aid An employee was performing equipment maintenance and was bitten on the hand by a spider. At the OMC, first aid was 
given. 

7/18/14 First Aid An employee was turning a valve making some machine adjustments and injured his elbow. At the OMC, first aid was 
given and the employee returned to full duty. 

Injury Status:  
FY14 YTD:  DART – 14, TRC – 27, First Aid – 31 
FY13:          DART – 16, TRC – 38, First Aid – 53 
FY12:          DART – 19, TRC – 36, First Aid – 69 



7/31/2014 39 

FY13 Injury Listing:  https://intranet.bnl.gov/esh/shsd/seg/OccInj/BNLInjuries.aspx   

Recent Events  

7/15/14 Non-
Reportable 

An increasing amount of makeup water was observed in the water system that cools magnets in the beamline from the 
Linac to the BLIP, indicating a leak.  The Water Group went into the BLIP spur of the Linac to determine the cause of the 
leak and found a leaking hose connection to a magnet in the beamline. After consultation with Linac Operations staff, it 
was determined that the water for this magnet could be isolated and the magnet power kept off without affecting the 
beam transport from Linac to BLIP, i.e., BLIP could continue running. The cooling water lines to the magnet were then 
isolated by closing the valves.  The tritium concentration of the cooling water system is above the drinking water 
standard. However, all water leaked into secondary containment. There was no environmental release or personnel 
contamination.  A critique will be completed by the Collider-Accelerator Department (C-AD) to determine if 
improvements can be made to the water system monitoring controls to reduce recurrence of this operational concern. 
During the upcoming Linac and BLIP shutdown, which is scheduled for early August, the water hoses will be replaced 
and tested, and this cooling water system will be drained and refilled to reduce the tritium concentration.  (Event Link) 

7/14/14 Non-
Reportable 

A Kubota was travelling on Yale Rd, while a worker on the opposite side of the road was using a weed whacker. The 
worker stopped weed whacking when the Kubota approached and restarted once it passed. The Kubota driver then 
noticed a small crack on the driver side window. The driver stopped and opened the vehicle door, at which point, the 
window shattered.  There were no injuries associated with this event. BNL Police are investigating the accident under 
their reporting system.  (Event Link) 

7/11/14 Non-
Reportable 

There was a minor vehicle accident involving an employee who was working on overtime for the Central Complex. While 
backing out by Building 918, the employee backed the vehicle into the side of another parked vehicle. There was only 
minor damage. The BNL Police were notified and conducted an investigation. There were no injuries and no spills of oil 
or antifreeze.  (Event Link) 

Recent Injuries  

7/16/14 DART An employee struck his head against a low ceiling beam, injuring his neck. At the OMC, an examination was held and the 
employee was sent home for the rest of the day. Later that day, the employee went to a local ER. After diagnostic 
testing, the employee was instructed to remain home for the next two days. 

7/15/14 DART An employee slipped and fell in Building 98, injuring her back. At the OMC, the employee was evaluated and sent home 
to rest. The following day, the employee called in reporting that she was having back pain. This is recordable and a DART 
case. 

Injury Status:  
FY14 YTD:  DART – 14, TRC – 27, First Aid – 29 
FY13:          DART – 16, TRC – 38, First Aid – 53 
FY12:          DART – 19, TRC – 36, First Aid – 69 

FY13 Injury Listing:  https://intranet.bnl.gov/esh/shsd/seg/OccInj/BNLInjuries.aspx   

Recent Events  

7/18/14 Non-
Reportable 

While moving equipment, an employee noticed a thermal hot spot on the casing of a 208V baseboard heater. The heat 
should have been off, as the thermostat was set to 40 degrees F (on an 80-degree day). An Electrician promptly 
responded to investigate the situation and found a high resistance path from one baseboard heater that had an 
ungrounded or poorly grounded case to an adjacent grounded case, which caused the joining casing clip to heat up.  
The investigation found that 12 to 20 volt potential was present across the two baseboard casings. The clip used to 
connect the baseboard casings for aesthetic reasons was charred at each end. There was no additional damage to 
property and no electrical shocks. The immediate action was to remove the entire series of baseboard heaters from the 
circuit. The circuit and the heaters were tagged with caution tags, stating the reason they are out of service. The long-
term plan is to replace the heaters and bring in a grounding circuit to each device.  (Event Link) 

7/17/14 SC-4 After transferring waste within the Waste Management (WM) Facility (Building 865), a WM technician alarmed the 
portal radiological monitor when exiting the area. Contamination was detected on the technician’s clothing (i.e., pants). 
The pants were collected for further analysis. On July 18, 2014, the source of contamination was verified to not be 
radon. Further survey showed a discrete particle of 200,000 DPM on the pants.  (Event Link) 

7/15/14 SC-BNL At approximately 8:51 pm on 7/15, BNL experienced a site-wide power dip due to an electrical storm.  The power dip 
resulted in the Building 740 cryogenic system shutting down.  The superconducting RF cavity was automatically  isolated 
from the main cryogenic system per design in response to the power dip.  The primary pressure relief device on the 
cryocavity failed to adequately open resulting in over pressurization of the RF cavity and release of gaseous helium to 
atmosphere through the system rupture disk.  There were no injuries or threats to personnel  (i.e., all released He gas 
was directed outdoors). The pressure relief valve was certified by the manufacturer and is being returned for full 
engineering evaluation to determine the cause of failure.   Testing of an in-house spare relief valve showed it to operate 
as specified by the manufacturer (open at 1.41 bar).  Testing of the failed relief valve showed it did not completely open 
until 1.61 bar which exceeded the rupture disk rating of 1.55 bar.  (Event Link) 

Recent Injuries  

7/21/14 First Aid An employee was performing equipment maintenance and was bitten on the hand by a spider. At the OMC, first aid was 
given. 

7/18/14 First Aid An employee was turning a valve making some machine adjustments and injured his elbow. At the OMC, first aid was 
given and the employee returned to full duty. 

Injury Status:  
FY14 YTD:  DART – 14, TRC – 27, First Aid – 31 
FY13:          DART – 16, TRC – 38, First Aid – 53 
FY12:          DART – 19, TRC – 36, First Aid – 69 
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Where To Find  
PHENIX Engineering Info 

http://www.phenix.bnl.gov/WWW/INTEGRATION/ME&Integration/DRL_SSint-page.htm 
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